Adaptive User Interfaces for Virtual Reality

**Abstract**

**Context:** The resurgence of consumer virtual reality allows intuitive and immersive 3D interaction using head mounted displays and tracked wireless controllers. In virtual reality users experience applications from within, looking around and reaching out naturally. No longer constrained to a 2D surface, developers are experimenting with different approaches to 3D user interfaces.

**Aim:** This paper seeks to explore the possible benefits to usability afforded by making interfaces adaptive and dynamic in virtual reality. The research will focus on using head mounted displays and handheld tracked controllers as input.

**Method:** Several iterations of a complex static 3D interface will employ various adaptive techniques for comparison. A system for recording the actions and errors made by the user will generate quantitative data for evaluating each interface’s usability. In order to test the application, around 10 users will complete a series of tasks before completing a survey to assess how usable they found each version to be.

**Results:** The evaluation of each technique employed will take into account both the quantitative data gathered by the system and qualitative data from the surveys. An overall comparison between the usability of adaptive and static virtual reality interfaces will compile the evaluations made.

**Conclusion:** Virtual reality is poised to become the new means of digital interaction. This paradigm shift in user experience provides an opportunity to reassess the way systems can adjust to support our interactions. Adaptive user interfaces could enable new levels of productivity and precision in virtual 3D environments.

**Introduction**

Virtual reality (VR) head mounted displays are rapidly becoming a part of mainstream entertainment. The launch of Sony’s PlayStation VR has been more successful than anticipated and the fears of motion sickness causing a repeat of the 90s VR trend are dissipating. Alongside Sony’s offering are HTC’s Vive and Facebook’s Oculus. Each of these headsets provide similar experiences: displays for each eye providing stereoscopic depth, full six degrees of freedom head tracking and hand tracking via wireless controllers.

These features combined provide a sense of immersion or ‘presence’ not available using traditional 2D monitors. On the horizon is the next step in immersive technology, augmented reality (AR). This will allow a wireless experience and build upon the work in mobile virtual reality by Google and Samsung. Microsoft’s Hololens provides a glimpse at this future, one of seamless multi-user interaction overlaid onto reality.

Current virtual reality interfaces tend to focus on using handheld virtual objects for natural interaction, a pen to draw on a surface or a handle to open a drawer. Other applications utilise traditional 2D elements positioned in 3D spaces. Issues arise in both of these interfaces when the objects or elements are not within reach. A common solution is a 3D pointer used to select distant items but for smaller targets or complex scenarios, pointers can be imprecise and slow to use.

This project will look at how the usability of interfaces in VR can benefit from being dynamic and adaptive. It will reference concepts and techniques such as gaze-based interaction, error analysis and user modelling explored previously by other researchers in 2D and 3D.

**Research Question:**

“How can complex virtual reality interfaces be made more usable by employing adaptive user interface techniques?”

**Aim:**

* Create iterations of a complex 3D interface for virtual reality, employing several adaptive user interface techniques.
* Use quantitative data gathered from error analysis to assess any benefits to usability the adaptive techniques have.
* Use qualitative data gathered from surveys to evaluate the overall effect of adaptive user interfaces on usability.

**Objectives:**

* Research adaptive user interface techniques for 2D and 3D interfaces.
* Implement a complex 3D user interface for use in virtual reality.
* Employ the researched techniques for assessment.
* Create a system for error analysis to gather qualitative evaluation data.
* Have users test the iterations of the interface and feedback on their usability.
* Compare the various techniques using the qualitative and quantitative data gathered to evaluate their effectiveness.
* Using the comparisons evaluate the overall impact of adaptive user interfaces on usability in virtual reality.

**Context**

**Adaptive user interfaces:**

Dynamic user interfaces fall under a few categories in the area of research sometimes referred to as ‘interface plasticity’. ‘Plasticity in 3D UI’ gives an overview of the different types of dynamic user interface classifying them using two parameters, the adaptation time and the controller. Within these parameters an adaptive user interface is defined as being adapted by the system at run-time. This project will focus on implementing systems that fall under this classification of adaptation.

Many researchers have explored various ways to assist the user in digital environments since the early days of personal computing. One strategy known as intelligent user interfaces, seeks to actively learn how a user interacts with an interface and suggest or highlight relevant information accordingly. Although this can be effective, it takes time to model the user in a meaningful way and can seem obstructive as demonstrated by Microsoft’s Clippy.

Another approach, the one this project focuses on, is to adapt the interface itself in direct response to the user’s actions. One of these techniques covered by ‘Error Analysis in Adaptive Interfaces’ monitors the user’s failures while navigating and interacting with an application to dynamically improve the interface. ‘Adaptive Hypermedia’ discusses the benefits of adapting a 3D environment as the user interacts with it to assist their actions.

Most user interfaces in our digital lives are static with adaptive interfaces reserved for improving accessibility for atypical users or use-cases. VR provides a new platform for innovation and does not have a counterpart to the universal language of 2D interfaces’ windows and pointers. This uncharted territory provides an opportunity to experiment with dynamic 3D interfaces in new ways.

**Usability in virtual reality:**

The companies and developers at the forefront of the new wave of virtual reality hardware and software have faced many challenges in comfort and usability. Issues with nausea and motion sickness plagued early iterations of head mounted displays. The addition of positional tracking and a greater understanding of significant design choices like locomotion have overcome most of these growing pains.

Now the focus of research is around usability of interfaces in VR. Valve a driving force in desktop VR presented some factors of usability at the Game Developer’s Conference. When discussing interactions outside the user’s area of reach they cited Fitt’s law. This law has been extended from one dimensional interfaces into 2D interfaces and now into 3D and states that the speed at which a user acquires a target is exponentially proportionate to the size of the target at a given distance. When using a pointer based system small interface elements at a distance away become very slow to interact with.

Another notable aspects of ease-of-use regards the placement of interface elements around the user. Due to the 360 degree nature of a 3D interface if the user is constantly required to turn around in order to perform actions it will become fatiguing. Owlchemy labs, developers of Job Simulator and strong proponents of non-diegetic interfaces build scenarios in such a way that users do not have to turn frequently and generally have direct access to everything they may need at a given time.

**Methodology**

A template interface will be created to allow iteration using various adaptive techniques. This interface will be in a draft state with the first technique for the feasibility demo due at the end of first semester. The first months of second semester will be spent implementing the various other adaptive techniques researched and ensuring the interface is complex enough to create an environment in which usability becomes a noticeable factor to the user. The interface will consist of an introduction during which the user will learn the basic interaction with the motion controllers and the basic navigation tools along with the function of the interface they are using.

The interface will require the user to manipulate various objects at different locations and distances away from them. Each object and interface element will have various properties the user can edit and interactions they can perform. The static version will require the user to precisely select and perform each action while the adaptive iterations will assist the user as they interact. Ideally every adaptive technique would be implemented and assessed but to manage the timescale of the development period before testing three adaptive techniques will be used initially.

The first is likely to utilise basic analysis of errors made by the user, this would attempt to recognise miss clicks, reversals and general failure to use the interface. Based on the context of an error the system will interpret the user’s intended action and execute, highlight or suggest so as to avoid the user repeating an error. The system for recognising errors will be used in conjunction with other techniques in order to gather data about how usable the interface is.

Another implementation will use some form of pattern recognition. An example would be to build Markov chains representing common sequences of user actions, which the system can then reference to give the user suggestions. One risk associated with adaptive techniques is that new users learning an interface may have trouble when the system is trying constantly to assist them. The final technique researched is gaze-based interaction. This involved the system tracking objects the user may be focusing on and assisting interactions with that object if it is out of reach.

The implementation of the application and interfaces will use C++ within Unreal Engine 4. This handles rendering and projection for virtual reality as well as tracking of the headset/controllers, allowing the project to focus on the implementation of adaptive techniques. Simple graphics and 3D primitives will be used for visualisation in order to ensure the interface is the primary concern of the user as opposed to the assets and scene. The application should be device agnostic as Unreal Engine 4 supports each of the headsets and controllers, however if there are problems only one will be catered for and tested with, likely the HTC Vive.

Once these techniques and any others are implemented the evaluation of the interfaces will take place. Users will be gathered and surveyed through both the error analysis and feedback forms. This data will then be used to evaluate the effectiveness of each individual technique and the overall impact of adaptive interfaces for virtual reality. The usability survey given to each tester will break down into several short sections. The speed at which they felt they were able to interact, the number of errors they made during interactions and the general intuitiveness of the application or any adaptive techniques used.

**Summary**

The use of adaptive user interfaces should provide benefits to the usability of the 3D interfaces as well as the speed at which the user can interact with them. This will allow for more complex interfaces capable of performing more meaningful and productive tasks. With a future that could be rooted in virtual reality, it is the opportune time to re-evaluate what an interface can be and how the system reacts to the user. With the promise of wireless headsets and augmented reality on the horizon, traditional 2D displays could quickly become obsolete. If our walls, floor and hands can be our displays then the interfaces will need to become more dynamic and versatile. Adaptive user interfaces have been researched for a long time and could soon become essential to our everyday interactions.

Improving upon the language of 2D interfaces will be a huge challenge as they are so deeply engrained in our digital lives. For virtual reality to improve our productivity when using complex interfaces, the addition of dynamic systems for adaptation could be a huge step forward.
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